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Abstract The finite element modeling and experimental validation of 3D turning of grade two commercially pure titanium are presented. The Third Wave AdvantEdge machining simulation software is applied for the finite element modeling. Machining experiments are conducted. The measured cutting forces and chip thickness are compared to finite element modeling results with good agreement. The effects of cutting speed, a limiting factor for productivity in titanium machining, depth of cut, and tool cutting edge radius on the peak tool temperature are investigated. This study explores the use of 3D finite element modeling to study the chip curl. Reasonable agreement is observed under turning with small depth of cut. The chip segmentation with shear band formation during the Ti machining process is investigated. The spacing between shear bands in the Ti chip is comparable with experimental measurements. Results of this research help to guide the design of new cutting tool materials and coatings and the studies of chip formation to further advance the productivity of titanium machining.
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1 Introduction

Titanium (Ti) and its alloys are lightweight, corrosion resistant, and high temperature materials. Titanium has the highest strength-weight ratio of all commonly used metals up to 550 °C [1]. Titanium is the ninth most abundant element and the fourth most abundant metal in earth’s crust [2]. However, the extraction and processing cost to produce raw Ti material is high due to its high free energy for reduction of oxide [2]. The high cost has limited Ti to the military, aerospace, racing, medical, and other applications in which the material cost is not a key factor.

As reported by Hurless and Froos [1], Kraft [2], and Turner and Haasen [3], several emerging technologies have been developed to reduce the cost of producing raw Ti material in recent years. This has brought about the potential of low cost Ti and the possibility for automotive applications [4]. While reducing the material cost can go a long way toward the usage of Ti, the high machining cost is another major technical barrier that needs to be overcome. Ti machining has been studied extensively in the past. Machado and Wallbank [5], Ezeugo and Wang [6], Yang and Liu [7], and Rahman et al. [8] have reviewed technologies and barriers associated with Ti machining in articles published in 1990, 1997, 1999, and 2003, respectively. The high temperature in a small, concentrated area at the tool tip and the segmented chip formation with adiabatic shear band due to thermal-mechanical instability are two major factors that limit the machinability of Ti. The high tool temperature promotes the tool diffusion wear and limits the cutting speed. The chip shear band formation creates the fluctuation in cutting forces and the associated chipping at tool cutting edges.

The recent research in Ti machining concentrates on studying the effect of machining process on fatigue life [9, 10], understanding the adiabatic shear band formation [11–15], investigating the cryogenic machining [16], high-speed machining [17–19], and wear of new tool materials [20]. Yang and Liu [7] concluded that, to further reduce the cost of effective machining of Ti, a better understanding of the underlying mechanism of Ti machining process is necessary through better process and performance models, thermal modeling, and finite element simulation. Although the 2D modeling of Ti machining has been studied [14, 15, 21], there is a lack of research in 3D finite element modeling, which can provide more detailed information of the stress, strain, and temperature distributions in the tool and workpiece, surface integrity of the part, and mechanics of chip curl. It is the goal of this research to study the 3D finite element modeling of Ti machining.

Advancements in machining process modeling have demonstrated the capability to provide reliable predictions of the per-
formance of cutting process and the influence of the process parameters on the product quality [22, 23]. Experiments are conducted to verify 3D finite element simulation results. In this paper, the experimental setup is first introduced. The 3D finite element modeling and comparison of cutting forces and chip thickness with experimental measurements are discussed. Effects of cutting speed and tool edge radius are analyzed. The analysis of chip curl and chip segmentation using 3D finite element modeling is explored.

2 Experimental setup and design

2.1 Experimental setup

The machining experiments were conducted on a Lodge and Shipley 30 HP CNC lathe. The grade two commercially pure (CP) Ti rod, 31.8 mm in diameter, was the work-material used. A left-handed tool holder, Kennametal CTAFL-163D, was used to hold a triangular shape insert. The uncoated WC-Co tool insert, Kennametal TPG322 with 0.8 mm nose radius (denoted as r in Fig. 1a), honed cutting edge, and K313 grade material (1 μm grain size WC in 6% Co matrix), was used in this study. As shown in Fig. 1a, the tool insert fed to the workpiece in the axial direction and reduced the radius of the workpiece by the depth of cut, a. The tool can engage from two sides of the workpiece, illustrated as the right-handed tool and left-handed tool in Fig. 1a. The left-handed tool configuration was used in the experiment. The right-handed tool was the default configuration in 3D finite element modeling.

The tool holder controls the orientation of the tool and workpiece, which is defined by the lead, back rake, and side rake angles in turning [24]. As shown in Fig. 1a, the major cutting edge is perpendicular to the direction of feed, i.e., the lead angle is 0°. As shown in Fig. 1b, the major cutting edge is a single point in the front view; therefore, the back rake angle is 0°. A XYZ coordinate system is defined to show the relative orientation of the tool and cutting forces. The Y-axis is the radial direction, which is parallel to the major cutting edge. The Z-axis is parallel to the axial direction of the cylindrical workpiece. The X-axis is the cutting direction. The side rake angle, as shown in the front view in Fig. 1b, is marked as a. Fig. 1b also shows the relief angle, β. In the study, a = 5° and β = 6°.

The three measured cutting forces on the tool insert in the X, Y, and Z direction are designated as tangential force (Fx), radial force (Fx), and axial force (Fz), respectively. A Kistler 9257A 3-axis piezoelectric dynamometer was used to measure these three force components. The force signal was processed using the charge amplifiers and recorded by a PC-based data-acquisition system.

2.2 Experiment design

A baseline cutting test with four cutting speeds (24.4, 48.8, 97.5, and 195 m/min) and two feeds (0.254 and 0.381 mm/rev) were conducted at 1.02 mm depth of cut. Cutting forces and chip thickness were measured and compared to 3D finite element simulation results. One additional experiment was performed at small depth of cut (0.254 mm) with 48.8 m/min cutting speed and 0.254 mm/rev feed. All cutting tests were conducted dry without using coolant.

3 Finite element machining model

3.1 3D Finite element machining simulation

The AdvantEdge 3D version 4.5 machining simulation software by Third Wave Systems at Minneapolis, MN was used to model the Ti machining process.

The updated-Lagrangian finite element method with continuous remeshing and adaptive meshing techniques was applied [25]. The coupling of the thermal and mechanical modeling of the tool and workpiece deformation is applied [26]. Figure 2 shows the initial 3D finite element mesh using a tool with nose radius. The XYZ coordinate is defined the same way as in Fig. 1 for the right-handed turning configuration. The 4-node, 12-degree-of-freedom tetrahedral finite element was used to model the workpiece and tool. The whole model includes approximately 100,000 nodes. The top and back surfaces of the tool are fixed in all directions. The workpiece is constrained in vertical (Z) and lateral (Y) directions on the bottom surface and moves at the cutting speed in the horizontal direction (−X) toward the stationary tool.

3.2 Material and friction models

The work-material model in finite element analysis contains the power-law strain hardening, thermal softening, and rate sensiti-
Fig. 2. Initial finite element mesh for 3D turning model (unit: mm)

ity [25]. The material behaviors are governed by the following equations:

\[
\left(1 + \frac{\dot{\varepsilon}^P}{\dot{\varepsilon}_0^P}\right) = \left[\frac{\sigma}{\dot{\varepsilon}^P}\right]^{m_1}, \text{ if } \dot{\varepsilon}^P \leq \dot{\varepsilon}_t
\]

\[
\left(1 + \frac{\dot{\varepsilon}^P}{\dot{\varepsilon}_0^P}\right) \left[1 + \frac{\dot{\varepsilon}_r}{\dot{\varepsilon}_0^P}\right]^{m_2-1} = \left[\frac{\sigma}{\dot{\varepsilon}^P}\right]^{m_2}, \text{ if } \dot{\varepsilon}^P > \dot{\varepsilon}_t
\]

\[
\gamma(\varepsilon^P) = c_0 \theta(T) \left[1 + \frac{\varepsilon^P}{\varepsilon_0^P}\right]^{\frac{1}{2}}
\]

where \(\sigma\) is the effective Mises stress, \(c_0\) is the initial yield stress, \(\varepsilon^P\) is the plastic strain, \(\dot{\varepsilon}^P\) is the plastic strain rate, \(\dot{\varepsilon}_0^P\) is the reference plastic strain rate, \(\dot{\varepsilon}_t\) is the threshold strain rate, \(\varepsilon_0^P\) is the reference plastic strain, \(m_1\) and \(m_2\) are the strain rate exponents, and \(n\) is the strain hardening exponent.

The \(\theta(T)\) in Eq. 3 is determined by:

\[
\theta(T) = C_0 + C_1 T + C_2 T^2 + C_3 T^3 + \cdots \quad \text{if } T \leq T_{cut}
\]

\[
\theta(T) = \theta(T_{cut}) - \frac{T - T_{cut}}{T_{melt} - T_{cut}} \quad \text{if } T > T_{cut}
\]

where \(C_0, C_1, \ldots\) are material constants, \(T_{cut}\) is the threshold temperature, and \(T_{melt}\) is the melting temperature.

All parameters are build-in constants in the material database of the software. Properties of the CP Ti available in the open literature were used [27–29]. The thermal conductivity and heat capacity are assumed to be temperature independent and set as 16.4 W/m K and 523 J/kg°C, respectively. The density, Young’s modulus and Poisson’s ratio are 4510 kg/m³, 105 GPa, and 0.37, respectively.

Because the Young’s modulus of WC-Co is about 631 GPa, which is six times larger than that of CP Ti, the deformation of tool is small. As a result, the WC-Co tool is assumed to be perfectly elastic. One Coulomb coefficient of friction is used across the whole rake face to model the friction at the tool-chip interface.

3.3 Finite element analysis

Nine simulations with the process parameters matched to those of cutting experiments were conducted. Because of the difficulty to accurately measure the tool edge radius, another set of six simulations with three tool edge radii (6.35, 12.7, and 20.0 μm) and two feeds (0.254 and 0.381 mm/rev) were conducted at 195 m/min cutting speed and 1.02 mm depth of cut. The effect of tool edge radius on cutting forces, chip thickness, and tool temperatures are investigated. The initial temperature was 20 °C.

4 Experimental validation of finite element modelling

Figure 3 shows the comparison between the finite element modeling (open symbol) and experimental measured (solid symbol) tangential, radial and axial forces. For the tangential forces \(F_t\), the finite element method generally underestimated the results. At 0.254 mm/rev feed, the discrepancy ranges from 15% at 24.4 m/min cutting speed to 12% at 195 m/min cutting speed. At 0.381 mm/rev, the discrepancy ranges from 20% at 24.4 m/min cutting speed to 7.6% at 195 m/min cutting speed. For the radial and axial forces \(F_r\) and \(F_a\), the discrepancy is less than 10% between finite element simulation and experimental measurement results.
For the cutting at small, 0.254 mm depth of cut (48.8 m/min cutting speed and 0.254 mm/rev feed), the $F_t$, $F_r$, and $F_a$ are in the 114–140, 51–71, and 14–30 N range from finite element modeling and 116–130, 51–61, and 16–33 N from experimental measurements, respectively. The finite element method also generally under-estimates the cutting forces. The discrepancy is likely due to the simplified friction model and material properties modeling at low speeds.

Although some discrepancies exist, the cutting force results validate the finite element modeling results and set the direction for further refinement to improve the accuracy in modeling. The feed has significant effect on the cutting force. At high cutting speed, cutting forces were reduced slightly.

Chip thickness is affected by the deformation in the shear zone and friction at the tool-workpiece interface. In the experiment, the maximum thickness of the segmented chip at ten random locations is measured using a caliper. The average value is used to represent the chip thickness. In finite element simulation, the chip is oriented to find a band encompassing its cross-section, like the measuring with the caliper, to estimate the chip thickness. The comparison of experimentally measured and finite element estimated chip thickness across different cutting speeds and feeds is shown in Fig. 4. The agreement is reasonable. The chip thickness increases at larger feed, and decreases slightly at higher cutting speed. The small increase of chip thickness from 24.4 to 48.8 m/min cutting speed at 0.381 mm/rev feed is considered a deviation from the general trend and likely due to the inconsistency of thickness in segmented Ti chips.

## 5 Finite element investigation of cutting speed and tool edge radius effects

Tool temperature is a key factor that accelerates the tool wear and limits the cutting speed and productivity in Ti machining. Experimental measurement of tool temperature is difficult. On the contrary, the finite element simulation can provide a quick and accurate prediction of the tool temperature under various cutting conditions. The effect of cutting speed on tool temperature is investigated. The sharp cutting edge is also difficult to measure experimentally and is changing during the machining process. The effect of tool edge radius on cutting forces, chip thickness, and peak tool temperature is analyzed.

An example of the tool and workpiece temperature distributions of the nine 3D finite element cutting simulations is shown in Fig. 5a. The process parameter for the selected example is 195 m/min cutting speed, 0.254 mm/rev feed, 1.02 mm depth of cut, and 6.35 μm tool edge radius. The chip curl and the engagement of the tool and workpiece are shown in Fig. 5a. Figure 5b shows the tool temperature distribution. The high temperature is concentrated around the straight major cutting edge and the round nose of the tool. The peak temperature is about 480°C. Figure 5c views the temperature distribution of the chip in the tool-chip contact area. The high temperature, about 510°C, is concentrated in regions near the nose and major cutting edges with peak temperature slightly higher than that of the tool.

### 5.1 Effect of cutting speed on tool temperature

Figure 6 shows the peak temperature on the tool rake face of the eight baseline cutting experiments at two feeds and four cutting speeds. The peak tool temperature is independent of the feed.
This is comprehensible since the very sharp tool cutting edge radius (6.35 μm) was used. The peak tool temperature increases significantly from about 260 °C at 24.4 m/min cutting speed to 480 °C at 195 m/min, as shown in Fig. 6. This demonstrates the effect of high speed machining on tool temperature.

5.2 Effect of tool edge radius on cutting forces, chip thickness and tool temperature

Six finite element simulations with 6.35, 12.7 to 20.0 μm tool edge radius are conducted at 0.254 and 0.381 mm/rev feed, 195 m/min cutting speed, and 1.02 mm depth of cut. The 6.35 μm represents the ideal, very sharp cutting edge. Results of the cutting forces vs. edge radius are shown in Fig. 7. The feed has a more significant effect on the tangential force and negligible effect on the radial and axial forces. The 0° lead angle and back rake angle is the likely cause of such phenomenon. The resultant cutting force increases at larger edge radius. This is ex-
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expected since, at a larger tool edge radius, the tool becomes blunt and the material removal is less efficient.

Figure 8 shows the chip thickness and peak tool temperature vs. the tool edge radius. The chip is slightly thicker with larger tool edge radius. The peak tool temperature generally decreases with the increasing tool edge radius. When machining Ti, as shown in Fig. 5b and reported in [5], the high tool temperature is concentrated at the very tip of the tool. The heat generated is narrowly concentrated at the very sharp tool tip. This results in the high peak temperature at the tip of tool with small edge radius.

### 6 Chip curl

This study explores the use of 3D finite element modeling to predict the chip curl in turning. Jawahir and van Luttervelt [30] and Fang [31] have reviewed the past research of chip curl in turning. Two typical types of chip curl are the up-curl, which is a result of velocity variation along the chip thickness [32, 33], and the side-curl, which is caused by the change in velocity across the chip width [33, 34]. In addition, Fang [31] has shown the third pattern of chip lateral-curl. The actual chip curl in turning is the combination of these three patterns. One chip curl pattern may dominate, as will be seen later in experimental observations and finite element simulation results.

Figure 9 shows the experimental and finite element modeling of chip curl in machining of CP Ti with 0.254 mm depth of cut, 48.8 m/min cutting speed, 0.254 mm/rev feed, and 0.8 mm tool nose radius. Figure 9a shows the picture of the chip. The configuration of the chip, tool, and rotational axis of workpiece is shown in Fig. 9b. The top view of the tool and uncut chip cross-section is shown in Fig. 9c. The feed is denoted as f.
Line CD is the straight major cutting edge of the tool. Since the depth of cut ($a = 0.254$ mm) is smaller than the tool nose radius ($r = 0.8$ mm), the straight cutting edge does not touch the workpiece. As shown in Fig. 9c, the tool contacts the workpiece along the arc AB, which is the chip width. The radii of the workpiece before and after turning are denoted as $r_0$ and $r_1$, respectively. In this cutting setup, $r_0 = 15.93$ mm and $r_1 = 15.67$ mm. The cutting speed at points B (with radius $r_0$) and A (with radius $r_1$) are 48.8 and 48.0 m/min, respectively. The change of cutting speed along the chip thickness is only 1.6%. The small change in cutting velocity across the chip thickness results in the up-curl dominated pattern, as illustrated in Fig. 9b. The effect of side-curl can also be seen to create the pitch of the curled chip. The tubular type helix chip [35] is formed by rotational and translational motion along an axis parallel to the tool rake face.

The finite element method is applied to simulate the cutting using the right-handed tool. The cutting configuration is shown in Fig. 9d with AB marked the chip width. Y and Z indicate the radial and axial direction of the workpiece, respectively. Figure 9e shows the 15.2 mm length of cut to create the curled chip in 3D finite element simulation. The close-up view of the curled chip is shown in Fig. 9f. Qualitatively, the morphology of the chip curl obtained from experiment (Fig. 9a) and finite element modeling (Fig. 9f) shows a similar pattern. The chip flow direction also matches each other in finite element modeling and experimental observation. However, the finite element method under-predicts the radius and pitch of the chip curl by about 50%, as listed in Table 1. One possible cause for this discrepancy is due to the contact of the chip with the tool, tool holder, and/or workpiece during cutting. According to Cook et al. [32], such contact results in a larger chip curl radius. In finite element modeling, such contact does not exist. In actual cutting, such contact is inevitable and will increase the radius and pitch of the curled chip. Another possible cause is due to the external force acting on the chip by the weight of the chip after cutting. Since the chip formation is continuous, the chip is pulled by its own weight to make a larger radius and pitch on the curled chip.

When the depth of cut is increased to 1.02 mm, the washertype helical chip [35], as shown in Fig. 10a, is observed in the turning experiment. This is different from the tubular chip in Fig. 9a for small depth of cut. As shown in Fig. 10b, such washtype he-
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onical chip is due to the side-curl of the chip during cutting. Chip side-curl is due to the variation of cutting speed across the chip width, marked by arc AC and line CD in Fig. 10c. Figure 10c shows the top view of the tool and uncut chip cross-section. Since the depth of cut \( (a = 1.02 \text{ mm}) \) is bigger than the tool nose radius \( (r = 0.8 \text{ mm}) \), the tool contacts the workpiece along the arc AC and line CD. In this cutting configuration, \( r_2 = 15.93 \text{ mm} \) and \( r_1 = 14.91 \text{ mm} \). The cutting speed at points D (with radius \( r_2 \)) and A (with radius \( r_1 \)) are 45.8 and 45.6 m/min, respectively. The change of cutting speed along the chip thickness is increased to 6.4%, much larger than the previous small depth of cut condition. Furthermore, the varying local inclination angles, marked as \( \phi \) in Figs. 9 and 10, on the cutting edge varies significantly in the large depth of cut cutting configuration. According to Li et al. [34], the change in \( \phi \) results in the variation in inclination angle for oblique cutting and promotes the chip side-curl.

In finite element modeling, the right-handed tool configuration, as shown in Fig. 10d is used. Figure 10e shows the 12.7 mm length of cut. The curl pattern, as shown in the close-up view in Fig. 10f, is dominated by the up-curl, not the side-curl observed in Figs. 10a and 10b. The main reason for such discrepancy is the lack of variation of cutting speed at points A and D on the tool inner and outer edges. The cutting configuration is the straight-shaping, which neglects the workpiece curvature effect. The 3D finite element method used in this study is adequate to estimate the cutting forces and tool temperature but not suitable for prediction of the chip curl when the variation in cutting speed across the chip width become larger.

7 Chip segmentation with the shear band formation

The Ti chips in this study are segmented with the shear band formation. Due to the low thermal conductivity of Ti, the heat is difficult to transfer outside the deformation zone during the chip formation. The high temperature is confined in the deformation zone, softens the work-material, generates even larger deformation and heat, and further increases the temperature in a narrow band of the deformation zone. The shear band formation and chip segmentation are the manifestation of the thermo-mechanical instability in the machining process [13]. In recent years, 2D finite element modeling has been applied [14, 15, 21] to study the chip segmentation. To the best of our knowledge, the 3D modeling of chip segmentation with shear band formation in Ti machining has not been investigated, likely due to the extensive computational time and the fine mesh requirement. In this study, the 3D finite element method is applied to investigate the segmented, shear localized chips.

The CP Ti chip machined at 195 m/min cutting speed, 0.254 mm/rev feed, and 1.02 mm depth of cut is examined using the microscope. The side-curl dominated chip, similar to the chip in Fig. 10a, is generated. An optical micrograph of the segmented chip with shear band formation is shown in Fig. 11a. The chip composed of small segments divided by the shear bands. The spacing of these segments, denoted as \( w_1, w_2, w_3, \) and \( w_4 \), is defined as the distance between the two adjacent shear bands. The spacing varies in the range of 0.19 to 0.32 mm.

The finite element modeling under the same cutting conditions was conducted. Different finite element settings were evaluated to enable the chip to display the segmentation. Two key factors were found to be critical. One is small element size in the workpiece and chip. The automatic mesh refinement is used in the 3D finite element machining modeling. The element size is small at the cutting edge and in the deformation zone due to the high stress gradient. The automatic remeshing increases the element size in the chip after the workpiece passes through the deformation zones. A certain level of small element size must be maintained to retain the size of element separation due to chip segmentation. Another factor is the small mesh size in the tool tip to model the sharp cutting edge. Machining Ti has a short toolchip contact length [5]. Fine tool mesh is important to match to the small element size of the workpiece at the cutting edge.

Figure 11b shows the chip morphology of finite element modeling. Four shear bands, displayed as cracks in the chip free
surface, are labeled as $B_1$, $B_2$, $B_3$, and $B_4$. At the viewing angle in Fig. 11b, the separation of elements at $B_1$ and $B_4$ are obvious. By alternating to different viewing directions, the separation of elements at $B_2$ and $B_3$ are also apparent. The distance between adjacent shear bands is about 0.18 to 0.25 mm, which is comparable with experimental results.

8 Concluding remarks

The 3D finite element simulation of turning the CP Ti was validated by the comparison of cutting forces and chip thickness with reasonable agreement. Effects of cutting speed on peak tool temperature and tool cutting edge radius on forces, chip thickness, and tool temperature were investigated. The application of finite element simulation to study the chip curl was explored. Qualitative agreement on the type of chip curl and chip flow direction were achieved for turning with small depth of cut. The chip segmentation with shear band formation was investigated. The segment spacing in the finite element modeling was comparable to experimental measurements. The feasibility to use the finite element method to model the complicated 3D machining processes was demonstrated. This study has also identified several future research directions to expand the scope and improve the accuracy of 3D finite element machining simulation tool. Significant research work is currently on going to study the end milling of Ti alloys. The finite element modeling can assist the development of new tool materials and coatings for Ti machining. More complicated workpiece modeling, such as the incorporation of the curvature effect, and tool modeling, such as drilling, are necessary to further expand the application of 3D finite element method for machining modeling and productivity improvement.
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