An approximate two-dimensional Riemann solver for hyperbolic systems of conservation laws
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Abstract

A two-dimensional Riemann solver is proposed for the solution of hyperbolic systems of conservation laws in two dimensions of space. The solver approximates the solution of a so-called angular two-dimensional Riemann problem as the weighted sum of the solutions of one-dimensional Riemann problems. The weights are proportional to the aperture of the regions of constant state. The two-dimensional solver is used to determine the solution of the equations at the cell vertices. The intercell fluxes are estimated using a linear combination between the point solutions at the cell vertices and the solutions of the one-dimensional problems at the centers of the cell interfaces. Besides allowing the computational time step to be increased the method gives more accurate results and is less sensitive to the anisotropy induced by the computational grid.
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1. Introduction

The existing finite volume-based techniques for multidimensional hyperbolic systems of conservation laws can roughly be classified into the following four categories:

1. Time splitting techniques [22,5,7] consist in solving successively the one-dimensional versions on the equations for each direction of space. Such techniques are easily implemented on structured (and more particularly Cartesian) grids in that they allow a wide range of one-dimensional numerical schemes to be
used without modification. This is most convenient when implementing TVD schemes, the TVD properties of which are easier to formulate and analyze in one dimension of space than in several dimensions.

2. Locally one-dimensional techniques, better known as finite volume techniques, consist in solving the governing equations in the local coordinate system attached to the interfaces between the computational cells [25,19,14]. The explicit versions of such techniques are characterized by a more restrictive stability constraint than the time splitting technique. Simple numerical tests on the linear advection equation advection show that strongly divergent flows may induce the failure of the technique when the wave propagation speeds are not computed properly, unless specific divergence correction techniques are used [12]. Such divergence correction techniques however break the local one-dimensional character of the approach. The use of locally rotated reference frames with respect to the grid has also been proposed in an attempt to eliminate the bias introduced by the grid [20,6] while retaining the simplicity of the one-dimensional Riemann problem solution.

3. Wave propagation-based techniques use a decomposition of the wave propagation paths along preferential directions. In the wave-splitting technique the wave propagation path is accounted for not only in the normal direction but also in the direction tangent to the cell interfaces. The method, applied to scalar conservation laws in [1], is generalized to hyperbolic systems in [18,17,8]. The importance of the flux gradients in the direction tangent to the interfaces to the accuracy of the solution is pointed out in [21,4]. The wave splitting approach is easy to implement on Cartesian grids but is quite time-consuming. This is because the solution of an \( m \times m \) system requires \( m \) invariants to be computed in each direction of space, thus leading to \( m^N \) averaging operations for a problem in \( N \) dimensions. In the case of the two-dimensional shallow water equations \( m = 3, N = 2 \), see [14] for the detailed implementation and a comparison with the previous two approaches, this leads to three times as many operations as in the case of wave splitting or the classical finite volume technique. The problem becomes more acute when the algorithm is used on unstructured grids of arbitrary shape because of the time-consuming character of the averaging operations over the domains of dependence of the cell interfaces.

4. Mixed finite differences-finite volume techniques. Such techniques use the point solutions of the multidimensional Riemann problems at the cell vertices to provide an interpolation of the fluxes along the interfaces between the computational cells. They lead to a stability criterion similar to that of the time splitting technique. A two-dimensional solver based on a linear superposition of one-dimensional Riemann problems was recently proposed in [3] and applied to the two-dimensional Euler equations of gas dynamics. In [13] a two-dimensional Riemann solver was presented for the solution of the two-dimensional shallow water equations. This solver makes use of the multidimensional extension of the characteristic formulation of the conservation laws (also called bicharacteristics formulation, see [24,23,9,15] for examples from various fields of physics) to convert the two-dimensional Riemann problems at the cell corners into equivalent, one-dimensional Riemann problems in the direction normal to the cell interfaces. The solver presented in [13] has the drawbacks that (i) it is formulated only for structured grids and (ii) the equivalent, one-dimensional Riemann problem (hence the solution) depends to some extent on the direction in which the equivalent Riemann problem is to be defined. Therefore, the number of equivalent Riemann problems to be defined at a given vertex is equal to the number of interfaces to which this vertex belongs, which makes the procedure time-consuming.

This paper presents the details of a two-dimensional Riemann solver that does not exhibit the directional bias of the solver presented in [13]. In contrast with the solver devised in [3] the solution is sought as the combination of solutions of one-dimensional problems along the bisectors of the angular sectors of constant state. Section 2 indicates how the solution of the two-dimensional solver at the cell vertices should be used to compute the fluxes between the computational cells within the finite volume approach. Section 3 presents the details of the two-dimensional solver and provides the specific formulations for structured grids. Section 4 presents the options retained for source term discretization. Section 5 provides an
application example to the $3 \times 3$ system of the two-dimensional shallow water equations. Section 6 is devoted to concluding remarks.

2. Outline of the approach

2.1. Solution principle

The proposed solvers are designed for the solution of two-dimensional hyperbolic systems of conservation laws that can be written in the following vector form:

$$\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} = S,$$

where $U$ is the conserved vector variable, $F$ and $G$ are the fluxes in the $x$- and $y$-directions, respectively, and $S$ is the source term. Eq. (2.1) can be rewritten in non-conservation form as follows:

$$\frac{\partial U}{\partial t} + A \frac{\partial U}{\partial x} + B \frac{\partial U}{\partial y} = S,$$

where $A$ and $B$ are the Jacobian matrices of $F$ and $G$ with respect to $U$, respectively. The system (2.1) is said to be hyperbolic if any linear combination of $A$ and $B$ has $m$ real eigenvalues and $m$ linearly independent eigenvectors, $m$ being the size of the system. In the present paper, the conservation part of Eq. (2.1) is discretized as

$$U_i^{n+1} = U_i^n - \frac{\Delta t}{A_i} \sum_{j \in N(i)} \left( F_{ij,n}^{(x)} + G_{ij,n}^{(y)} \right) w_{ij},$$

where $U_i^n$ is the average value of $U$ over the cell $i$ at the time level $n$, $A_i$ is the area of the cell $i$, $N(i)$ is the set of neighbor cells if the cell $i$, $w_{ij}$ is the width of the interface $(i,j)$ between the cells $i$ and $j$, $n_{ij}^{(x)}$ and $n_{ij}^{(y)}$ are the $x$- and $y$-components of the normal unit vector of the interface $(i,j)$, oriented from $i$ to $j$, and $\Delta t$ is the computational time step. Assuming that $U_i^n$ is known, $U_i^{n+1}$ is computed by estimating the values of $F$ and $G$ at the interfaces $(i,j)$. The fluxes are usually approximated as:

$$F_{ij} = F(U_{i,j}^{n+1/2}),$$

$$G_{ij} = G(U_{i,j}^{n+1/2}),$$

where $U_{i,j}^{n+1/2}$ is the average value of $U$ over the interface $(i,j)$ between the time levels $n$ and $n + 1$. $U_{i,j}^{n+1/2}$ is the solution of the Riemann problem in the direction normal to the interface $(i,j)$, defined as

$$U_{i,j}(\eta, \epsilon) = \begin{cases} U_{i,j,L} & \text{for } \eta < 0, \\ U_{i,j,R} & \text{for } \eta > 0, \end{cases}$$

where $\eta$ is the coordinate normal to the interface. The left and right states $U_{i,j,L}$ and $U_{i,j,R}$ of the Riemann problem are determined form the distribution of the variable $U$ in the cells $i$ and $j$. In the proposed approach the fluxes are computed using the solution of the Riemann problem (2.5) at the middle of the interfaces and the solution of two-dimensional Riemann problems at the vertices of the computational cells (Fig. 1). In a first option a linearization is performed on the conserved variable $U$:

$$F_{ij} = F\left[ (U_{i,j}^{n+1/2} + U_{k_1}^{n+1/2}) \beta + (1 - 2\beta)U_{i,j}^{n+1/2} \right],$$

$$G_{ij} = G\left[ (U_{i,j}^{n+1/2} + U_{k_2}^{n+1/2}) \beta + (1 - 2\beta)U_{i,j}^{n+1/2} \right].$$
where the subscripts $k_1$ and $k_2$ denote the point values at the two vertices $k_1$ and $k_2$ of the interface $(i, j)$ and $\beta$ is a weighting coefficient between 0 and 1/2. In a second option the linearization is performed over the fluxes $F$ and $G$:

\begin{align}
F_{i,j} &= \left[ F(U_{k_1}^{n+1/2}) + F(U_{k_2}^{n+1/2}) \right] \beta + (1 - 2\beta)F(U_{i,j}^{n+1/2}) \\
G_{i,j} &= \left[ G(U_{k_1}^{n+1/2}) + G(U_{k_2}^{n+1/2}) \right] \beta + (1 - 2\beta)G(U_{i,j}^{n+1/2})
\end{align}

(2.7)

Note that under the assumption of a piecewise linear distribution of $U$ (or $F$ and $G$) along the interface $\beta$ must be set to 1/4, and to 1/6 if a parabolic distribution is assumed. $\beta = 1/3$ corresponds to an equal weighting between the values at the cell corners and at the middle of the interfaces. $\beta = 1/2$ does not appear as a valid option in that it gives full weight to the values at the vertices and none to the value at the center of the interface. The key point of the present algorithm is the estimate of the solutions $U_{k_1}^{n+1/2}$ and $U_{k_2}^{n+1/2}$ of the two-dimensional Riemann problems at the vertices $k_1$ and $k_2$. This aspect is detailed in Section 3.

2.2. Overview of the algorithm

1. Reconstruct the variable $U$ over the computational cells. The reconstructed variable over the cell $i$ is denoted by $U_i^{n}(x,y)$.
2. The reconstructed profiles over the computational cells are used to form to sets of Generalized Riemann problems. The first set is that of the Riemann problems in the direction normal to the interfaces between the computational cells. The second set is that of the two-dimensional, angular Riemann problems at the cell vertices. How such two-dimensional Riemann problems are defined and solved is the subject of Section 3.
3. The one-dimensional Riemann problems are solved at the cell interfaces. Their solution provides the set of values $U_{i,j}^{n+1/2}$ at the centers of the interfaces $(i, j)$. Solving the two-dimensional Riemann problems at the cell vertices $k$ provides the values $U_{k}^{n+1/2}$.
4. The fluxes $F_{i,j}$ and $G_{i,j}$ are computed using Eq. (2.6) or (2.7) and the solution is advanced in time using Eq. (2.3).

3. Two-dimensional Riemann problems

3.1. Principle of the solution method

A two-dimensional angular Riemann problem is defined as the following initial-value problem in the polar coordinate system $(\rho \theta)$:
\[
\frac{\partial \mathbf{U}}{\partial t} + \nabla \cdot \mathbf{F} = 0,
\]

\[
\mathbf{U}(\rho, \theta, t^n) = \begin{cases} 
\mathbf{U}_R^{(p)} & \text{for } \theta \in \left[\theta_{p-1}, \theta_p\right[, \\
\mathbf{U}_L^{(p)} & \text{for } \theta \in \left[\theta_{p-1} + \pi, \theta_p + \pi\right[ 
\end{cases} 
\quad (p = 1, \ldots, P), 
\]

where \( P \) is the number of pairs of regions of constant state, and \( \rho \) and \( \theta \) are the radius and the angle from a reference point and direction, respectively. In what follows the \( x \)-axis is taken as reference direction (Fig. 2).

The purpose of the present section is not to determine the solution of the Riemann problem (3.1) at all points of space but only at the location of the initial discontinuity, that is in \( x, y = 0 \) in a Cartesian coordinate system or \( \rho = 0 \) in the polar coordinate system. The approximate solution is sought in the form

\[
\mathbf{U}(0, 0, t > t^n) = \int_0^\pi \phi(\chi) \mathbf{U}^{(p)}(0, 0, t > t^n) \, d\chi, 
\]

where \( \phi(\theta) \) is a weighting coefficient and \( \mathbf{U}^{(p)}(0, 0, t) \) is the solution of the one-dimensional Riemann problem defined as

\[
\frac{\partial \mathbf{U}}{\partial t} + \nabla \cdot \mathbf{F} = 0,
\]

\[
\mathbf{U}^{(p)}(\eta^{(p)}, z^{(p)}, t^n) = \begin{cases} 
\mathbf{U}_R^{(p)} & \text{for } \eta^{(p)} < 0, \\
\mathbf{U}_L^{(p)} & \text{for } \eta^{(p)} > 0, 
\end{cases} 
\]

where \((\eta^{(p)}, z^{(p)})\) is the coordinate system obtained by rotating the coordinate system \((x, y)\) by an angle \((\theta_{p-1} + \theta_p)/2\) (see Fig. 2). The expression of \( \phi(\chi) \) is easily determined by noticing that \( \phi \) is independent of the choice of the origin for \( \chi \). Therefore \( \phi(\chi) \) is a constant. Assuming a uniform initial distribution \( \mathbf{U}(\rho, 0, t^n) \), the solution is constant with respect to time, equal to the initial constant distribution and Eq. (3.2) leads to

\[
\int_0^\pi \phi \, d\chi = 1. 
\]

Therefore \( \phi = 1/\pi \) and Eq. (3.2) becomes

\[
\mathbf{U}(0, 0, t > t^n) = \frac{1}{\pi} \int_0^\pi \mathbf{U}_R(\eta, \chi, t > t^n) \, d\chi. 
\]

Fig. 2. Definition sketch of the two-dimensional Riemann problem.
Substituting Eq. (3.1) into Eq. (3.5) yields
\[ U(0,0,t > t^*) = \sum_{p=1}^{P} \frac{\theta_p - \theta_{p-1}}{\pi} U^{(p)}(0,0,t > t^*), \quad \theta \in [0,2\pi[. \] (3.6)

The one-dimensional Riemann problem (3.3) is solved by rewriting Eq. (3.3) in the local coordinate system \((\eta^{(p)}, \xi^{(p)})\):
\[ \frac{\partial U^{(p)}}{\partial \xi} + \frac{\partial F^{(p)}}{\partial \eta} + \frac{\partial G^{(p)}}{\partial \xi} = 0, \]
\[ U^{(p)}(\eta^{(p)}, \xi^{(p)}), t^* = \begin{cases} U^{(p)}_L & \text{for } \eta^{(p)} < 0, \\ U^{(p)}_R & \text{for } \eta^{(p)} > 0, \end{cases} \] (3.7)

where the superscript \((p)\) denotes the expressions of the fluxes in the local coordinate system. Note that in this formulation the gradient of the transverse flux \(G^{(p)}\) is considered as a source term. The solution of Eq. (3.7) is computed in two steps. The first step consists in solving the Riemann problem in the \(\eta\) direction and assigning the result to \(U^{(p)}_\eta\):
\[ U^{(p)}_\eta = U^{(p)}_\eta, \] (3.8)
where \(U^{(p)}_\eta\) is the solution of the following one-dimensional Riemann problem in the \(\eta\) direction:
\[ \frac{\partial U^{(p)}_\eta}{\partial \xi} + \frac{\partial F^{(p)}_\eta}{\partial \eta} = 0, \]
\[ U^{(p)}_\eta(\eta^{(p)}, \xi^{(p)}), t^* = \begin{cases} U^{(p)}_\eta & \text{for } \eta^{(p)} < 0, \\ U^{(p)}_\eta & \text{for } \eta^{(p)} > 0, \end{cases} \] (3.9)

\(U^{(p)}_\eta\) is computed using any standard, exact or approximate Riemann solver and used as a basis to construct a Riemann problem in the \(\xi\) direction. Following the wave splitting approach [17] the states of the transverse Riemann problem are characterized using the wave propagation speeds computed from \(U^{(p)}_\eta\). The Riemann problem in the \(\xi\) direction is defined as:
\[ \frac{\partial U^{(p)}_\xi}{\partial \xi} + \frac{\partial G^{(p)}_\xi}{\partial \eta} = 0, \]
\[ U^{(p)}_\xi(\eta^{(p)}, \xi^{(p)}), t^* = \begin{cases} U^{(p)}_\xi & \text{for } \xi^{(p)} < 0, \\ U^{(p)}_\xi & \text{for } \xi^{(p)} > 0, \end{cases} \] (3.10)

where the states \(U^{(p)}_{\xi, S}(S = L,R)\) are defined as the states across the interface to which the foot of the characteristic issued from \((\eta = 0, \xi = 0)\) is closer (see Fig. 3):
\[ U^{(p)}_{\xi, L} = \begin{cases} U^{(p+1)}_L & \text{if } \lambda^x_\eta > 0 \text{ and } \lambda^x_\xi > 0, \\ U^{(p)}_L & \text{if } \lambda^x_\eta > 0 \text{ and } \lambda^x_\xi < 0, \\ U^{(p-1)}_R & \text{if } \lambda^x_\eta < 0 \text{ and } \lambda^x_\xi > 0, \\ U^{(p)}_R & \text{if } \lambda^x_\eta < 0 \text{ and } \lambda^x_\xi < 0, \end{cases} \] (3.11)
\[ U^{(p)}_{\xi, R} = \begin{cases} U^{(p)}_L & \text{if } \lambda^x_\eta > 0 \text{ and } \lambda^x_\xi > 0, \\ U^{(p-1)}_L & \text{if } \lambda^x_\eta > 0 \text{ and } \lambda^x_\xi < 0, \\ U^{(p)}_R & \text{if } \lambda^x_\eta < 0 \text{ and } \lambda^x_\xi > 0, \\ U^{(p+1)}_R & \text{if } \lambda^x_\eta < 0 \text{ and } \lambda^x_\xi < 0, \end{cases} \]
where the eigenvalues $\lambda^s_\eta$ and $\lambda^s_\zeta$ are the $\eta$ and $\zeta$ wave speeds, respectively. In most equations of fluid dynamics, $\lambda^s_\eta$ and $\lambda^s_\zeta$ are equal to the sum of the propagation speed of the pressure waves and the flow velocities in the $\eta$ and $\zeta$ directions, respectively. Since the function of Eq. (3.11) is to provide information about the location of the domain of dependence, the $\eta$ and $\zeta$ velocities provide a sufficiently correct approximation of $\lambda^s_\eta$ and $\lambda^s_\zeta$. This has been confirmed by numerical experiments carried out on the shallow water equations. The final solution $U^{(p)}$ is the solution of the Riemann problem (3.10) and (3.11). Note that this second Riemann problem should not be solved if the domain of dependence of the origin ($\eta = 0$, $\zeta = 0$) is located entirely in the domain $p$. If it is the case the solution of the Riemann problem in the $\zeta$ direction cannot influence the final solution at ($\eta = 0$, $\zeta = 0$). This particular restriction ensures that the exact solution is obtained in the case of a scalar conservation law, as shown in Section 3.3.

3.2. A particular case: curvilinear and cartesian grids

In the particular case of a curvilinear grid the two-dimensional angular Riemann problem is a two zone problem ($P = 2$, see Fig. 4). The angles are defined by the local tangents at the intersection between the grid lines. The estimate of the transverse flux is simplified by noticing that:

\[
\begin{align*}
U^{(1)}_{\xi, L} &= U^{(1)}_{\xi, R}, \\
U^{(2)}_{\xi, L} &= U^{(2)}_{\xi, R}.
\end{align*}
\]  
(3.12)

Fig. 4. Two-dimensional Riemann problems for a general curvilinear (left) and a Cartesian grid (right).
Therefore the determination of the states $U^{(p)}_{\xi,S}$ of the Riemann problem in the $x$-direction is conditioned only by the sign of $\lambda_{\xi}^S$. The symmetry considerations of Eq. (3.12) lead to the following simplification of Eq. (3.11):

$$
U^{(1)}_{\xi,L} = \begin{cases} 
U^{(2)}_L & \text{if } \lambda_{\xi}^S > 0, \\
U^{(1)}_R & \text{if } \lambda_{\xi}^S < 0,
\end{cases}
$$  

$$
U^{(1)}_{\xi,R} = \begin{cases} 
U^{(1)}_g & \text{if } \lambda_{\xi}^S > 0, \\
U^{(2)}_R & \text{if } \lambda_{\xi}^S < 0.
\end{cases}
$$  

(3.13)

### 3.3. Application to the scalar laws on Cartesian grids

The algorithm above can be further simplified when scalar laws are to be solved on Cartesian grids. Consider the two-dimensional Riemann problem at the vertex $(i - 1/2, j - 1/2)$ between the four cells $(i - 1, j - 1), (i - 1, j), (i, j - 1)$ and $(i, j)$, to be solved for the scalar law

$$
\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} = 0,
$$  

(3.14)

that can be rewritten in characteristic form as

$$
\frac{\partial U}{\partial t} + \lambda_x \frac{\partial U}{\partial x} + \lambda_y \frac{\partial U}{\partial y} = 0
$$  

(3.15)

with:

$$
\lambda_x = \frac{\partial F}{\partial U}, \\
\lambda_y = \frac{\partial G}{\partial U}
$$  

(3.16)

Assume that both $\lambda_x$ and $\lambda_y$ are positive. Then the domain of dependence of the vertex $(i - 1/2, j - 1/2)$ is located in the cell $(i - 1, j - 1)$ and the exact solution is known

$$
U(|i-1/2,j-1/2,t| > t^n) = U_{i-1,j-1}^n.
$$  

(3.17)

From Eq. (3.6), the solution is given by

$$
U(|i-1/2,j-1/2,t| > t^n) = \frac{U^{(1)} + U^{(2)}}{2},
$$  

(3.18)

where $U^{(1)}$ and $U^{(2)}$ are the solutions of the Riemann problems in the coordinate systems $(\eta^{(1)}, \xi^{(1)})$ and $(\eta^{(2)}, \xi^{(2)})$, respectively.

The Riemann problem for the first pair of regions of constant state is characterized by the following values:

$$
\begin{align*}
\theta^{(0)} &= -\pi/4, \\
\theta^{(1)} &= \pi/4, \\
U^{(1)}_{L} &= U_{i-1,j}, \\
U^{(1)}_{R} &= U_{i,j-1}, \\
U^{(1)}_{\xi,L} &= U_{i-1,j-1}, \\
U^{(1)}_{\xi,R} &= U_{\eta}^{(1)},
\end{align*}
$$  

(3.19)
The solution $U^{(1)}$ of the Riemann problem in the $\eta^{(1)}$-direction is equal to $U_L^{(1)}$ if the projection of the velocity vector $(\lambda_x, \lambda_y)$ onto the axis $\eta^{(1)}$ is positive, and equal to $U_R^{(1)}$ otherwise. Since the domain of dependence of the solution lies in the cell $(i-1, j-1)$ it does not belong to the first region of constant state and the Riemann problem in the direction $\xi^{(1)}$ must be solved. The solution of this problem is $U_{\xi^L}^{(1)}$, that is $U_{i-1,j-1}$. The final solution for the first pair of regions of constant state is therefore

$$U^{(1)} = U_{i-1,j-1}. \tag{3.20}$$

The Riemann problem for the second pair of regions of constant state is characterized by the following values:

$$\begin{align*}
\theta^{(1)} &= \pi/4, \\
\theta^{(2)} &= 3\pi/4, \\
U_L^{(2)} &= U_{i-1,j-1}, \\
U_R^{(2)} &= U_{i,j}.
\end{align*} \tag{3.21}$$

The projection of the velocity vector $(\lambda_x, \lambda_y)$ onto the axis $\eta^{(2)}$ being positive, the solution $U_L^{(2)}$ of the Riemann problem in the $\eta^{(2)}$ direction is equal to $U_L^{(2)}$. Since the domain of dependence of the solution lies in the cell $(i-1, j-1)$ it lies entirely in the second pair of regions of constant state and no Riemann problem needs to be solved in the direction $\xi^{(2)}$. Therefore $U^{(2)}$ remains equal to

$$U^{(2)} = U_{i-1,j-1}. \tag{3.22}$$

Substituting Eqs. (3.20) and (3.22) into Eq. (3.18) yields

$$U(x_{i-1/2}, y_{j-1/2}, t > t^o) = U_{i-1,j-1}. \tag{3.23}$$

Therefore the exact solution is obtained. The reasoning above is valid whatever the signs of $\lambda_x$ and $\lambda_y$.

4. Discretization of source terms

Two types of source terms are considered in the present section. Source terms of the first type, denoted by $S_1$, are source terms that depend only on the local value of both the flow variable $U$ and some vector flow parameter $\phi_1$. Source terms of the second type, denoted by $S_2$, depend on the local value of the flow variable and on the gradient in a flow parameter $\phi_2$. The source term $S$ is the sum of the two source terms:

$$S = S_1 + S_2,$$

$$S_1 = S_1(U, \phi_1),$$

$$S_2 = S_2(U, \nabla \phi_2) = s(U) \nabla \phi_2.$$ \tag{4.1}

These two types of source terms are treated using two different approaches.

Source terms of the first kind are discretized using time splitting. The equations to be solved reduce to the following vector ordinary differential equations:

$$\frac{dU}{dt} = S_1(U, t),$$ \tag{4.2}

that can be discretized using any standard finite difference technique. For the shallow water equations used as an example in Section 5, the following explicit linearization is proposed [14]

$$\frac{\partial U}{\partial t} = S_1(U^n_i) \frac{U^n_i}{U_i} U,$$ \tag{4.3}
where the ratio $S_i/U_i^n$ denotes the vector formed by the component-to-component ratio of $S_i$ and $U_i^n$. Eq. (4.3) has the following analytical solution:

$$U_i^{n+1} = U_i^n \exp \left[ \frac{S_i(U_i^n)}{U_i^n} \Delta t \right].$$

(4.4)

This solution is unconditionally stable because the sign of $S_i$ is opposite to that of the velocity components.

Source terms of the second type are accounted for using a technique similar to the source term upwinding approach [2,11]. It is reminded that the original source term upwinding technique consists in splitting the source term computed at the interface between adjacent computational cells into two parts, to be assigned to the left- and right-hand cells, respectively. The splitting is carried out in such a way that balancing the source term with the fluxes allow equilibrium conditions to be preserved (i.e., water initially at rest should remain at rest), which makes the solution oscillation-free and contributed to the overall solution stability. This technique cannot be used directly here because the solution of the two-dimensional Riemann problems (3.1) used in Eq. (2.6) or (2.7) are not sought for the fluxes $F$ and $G$, but for the conserved variable $U$. The upwinding technique is adapted to the computation of $U$ as follows. The one-dimensional problems with source term is to be solved:

$$\frac{dU}{dt} = \frac{\partial F(U,\phi_2/2)}{\partial x},$$

$U(x,t^n) = \begin{cases} U_L & \text{for } x < 0, \\ U_R & \text{for } x > 0, \end{cases}$

$\phi_2(x) = \begin{cases} \phi_{2,L} & \text{for } x < 0, \\ \phi_{2,R} & \text{for } x > 0. \end{cases}$

(4.5)

This problem is transformed into an equivalent Riemann problem where the parameter $\phi_2$ is constant, equal to $\phi_{2,LR}$ The assumption of a constant $\phi_2$ yields a zero source term and the problem (4.5) becomes:

$$\frac{dU}{dt} = \frac{\partial F(U,\phi_{2,LR})}{\partial x},$$

$U(x,t^n) = \begin{cases} U_L & \text{for } x < 0, \\ U_R & \text{for } x > 0. \end{cases}$

(4.6)

Following the approach of source term upwinding, the following estimate is proposed for $\phi_{2,LR}$:

$$\phi_{2,LR} \approx \frac{\lambda^- \phi_{2,L} - \lambda^+ \phi_{2,R}}{\lambda^- - \lambda^+},$$

(4.7)

where $\lambda^-$ and $\lambda^+$ are the minimum wave speed on the left-hand side of the interface and the maximum wave speed on the right-hand side of the interface, respectively. The Riemann problem (4.6) is solved using any standard, exact or approximate Riemann solver. The difference with classical approaches is that the problem is not solved for $F$ but for $U$. The value of the solution $U$ at the interface is denoted by $U_{LR}$. Two different estimates of the fluxes are used for the balance in the left- and right-hand cells. The flux $F_{LR,S}$ ($S = L,R$) used for the balance in the cell on the side $S$ of the interface between the cells $L$ and $R$ is estimated as

$$F_{LR,S} = F(U_{LR,\phi_{2,S}}), \quad S = L,R.$$  

(4.8)

The fluxes $F_{ij}$ and $G_{ij}$ in Eq. (2.3) are therefore estimated as:

$$F_{ij} \approx F(U_{ij}^{n+1/2},\phi_{2,i}),$$

$$G_{ij} \approx G(U_{ij}^{n+1/2},\phi_{2,i}),$$

(4.9)
where $\phi_{2,i}$ is the value of the parameter $\phi_2$ in the cell $i$ and $U_{i,j}^{n+1/2}$ is the solution of the Riemann problem at the interface $(i,j)$, with the constant parameter $\phi_{2,i,j}$ estimated as in Eq. (4.7).

5. Application example: the shallow water equations

5.1. Governing equations

The shallow water equations are written in the form (2.1) with the following definitions of $U$, $F$, $G$ and $S$

\[
\begin{align*}
U &= \begin{bmatrix} h \\ uh \\ vh \end{bmatrix}, \quad F &= \begin{bmatrix} uh \\ u^2h + gh^2/2 \\ uh \\ v^2h + gh^2/2 \end{bmatrix}, \\
G &= \begin{bmatrix} v \\ vwh \\ uwh \\ vwh \end{bmatrix}, \quad S &= \begin{bmatrix} 0 \\ (S_{f,x} - S_{0,x})gh \\ (S_{f,y} - S_{0,y})gh \end{bmatrix},
\end{align*}
\]

(5.1)

where $g$ is the gravitational acceleration, $h$ is the water depth, $u$ and $v$ are the flow velocities in the $x$- and $y$-directions, respectively, $S_{0,x}$ and $S_{0,y}$ are the bottom slopes in the $x$- and $y$-directions, respectively, and $S_{f,x}$ and $S_{f,y}$ are the friction slopes in the $x$- and $y$-directions, respectively. $U^{(p)}$, $F^{(p)}$ and $G^{(p)}$ are given by

\[
\begin{align*}
U^{(p)} &= \begin{bmatrix} h \\ u^{(p)}h \\ v^{(p)}h \end{bmatrix}, \quad F^{(p)} &= \begin{bmatrix} u^{(p)}h \\ u^{(p)}h + gh^2/2 \\ u^{(p)}v^{(p)}h \end{bmatrix}, \\
G^{(p)} &= \begin{bmatrix} v^{(p)}h \\ u^{(p)}v^{(p)}h \\ v^{(p)}h + gh^2/2 \end{bmatrix},
\end{align*}
\]

(5.2)

where $u^{(p)}$ and $v^{(p)}$ are the components of the velocity in the $\eta^{(p)}$- and $\xi^{(p)}$-directions, respectively:

\[
\begin{align*}
u^{(p)} &= \cos \left( \frac{\theta^{(p)} + \phi^{(p)-1}}{2} \right) + v \sin \left( \frac{\theta^{(p)} + \phi^{(p)-1}}{2} \right), \\
v^{(p)} &= -u \sin \left( \frac{\theta^{(p)} + \phi^{(p)-1}}{2} \right) + v \cos \left( \frac{\theta^{(p)} + \phi^{(p)-1}}{2} \right).
\end{align*}
\]

(5.3)

The source term is expressed as the sum of source terms of the first and second types as in Eq. (4.1). The source term of the first type corresponds to the friction term

\[
S_1 = \begin{bmatrix} 0 \\ ghS_{f,x} \\ ghS_{f,y} \end{bmatrix} = -\frac{g}{K} \begin{bmatrix} (u^2 + v^2)^{1/2} \\ u \\ v \end{bmatrix},
\]

(5.4)

where $K$ is Strickler’s friction coefficient. In the notation (4.1) the parameter $\phi_1$ is the friction coefficient $K$. The source term of the second type is the source term due to bottom slope

\[
S_2 = \begin{bmatrix} 0 \\ -ghS_{0,x} \\ -ghS_{0,y} \end{bmatrix} = \begin{bmatrix} 0 \\ -gh\frac{\phi_2}{C_0} \\ -gh\frac{\phi_2}{C_0} \end{bmatrix},
\]

(5.5)

where $z_b$ (the parameter $\phi_2$ in the notation (4.1)) is the bottom elevation. In the computational examples presented hereafter, the Riemann solver used for the solution of the one-dimensional problems (3.9) and (3.10) is the HLLC approximate solver [16,26]. It is recalled that the HLLC solver uses the assumption of two discontinuities propagating at speeds $\lambda^-$ and $\lambda^+$ for the determination of the first two components of the flux. A balance over two control volumes containing the discontinuities yields the following relationships:

\[
\begin{align*}
(U_L - U_{LR})\lambda^- &= F_L - F_{LR}, \\
(U_R - U_{LR})\lambda^+ &= F_R - F_{LR},
\end{align*}
\]

(5.6)
where \( F_S = F(U_S) \) (\( S = L,R \)). In contrast with the classical approach where the flux \( F_{LR} \) is calculated directly, the system (5.6) is solved for \( U_{LR} \)

\[
U_{LR} = \frac{\lambda^+ U_R - \lambda^- U_L + F_L - F_R}{\lambda^+ - \lambda^-}.
\]

The wave speeds \( \lambda^- \) and \( \lambda^+ \) used in Eqs. (5.7) and (4.7) are estimated as proposed in [10]:

\[
\lambda^- = -\max(|u_L| + c_L, |u_R| + c_R),
\lambda^+ = \max(|u_L| + c_L, |u_R| + c_R),
\]

where \( c = (gh)^{1/2} \) is the propagation speed of the pressure waves in still water. The third component of \( U \) is estimated as proposed in [26]:

\[
v_{LR} = \begin{cases} 
v_L & \text{if } u_{LR} > 0, \\
v_R & \text{if } u_{LR} < 0. \end{cases}
\]

5.2. Tests on Cartesian grids

The performance of the two-dimensional solver is illustrated by the classical circular dambreak test case on a Cartesian grid. The parameters of the test case are shown in Table 1. The radius of the circular dam is chosen as a non-integer multiple of the cell size in order to minimize grid artifacts that usually result in diamond-shaped domains. Fig. 5 shows how the initial condition is represented on the 1 m \( \times \) 1 m computational grid adopted for the simulation. Given the coarseness of the grid, the shape of the dam is octagonal rather than perfectly

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g )</td>
<td>Gravitational acceleration</td>
<td>9.81 m/s</td>
</tr>
<tr>
<td>( h_{in} )</td>
<td>Initial water depth inside the circular region</td>
<td>10 m</td>
</tr>
<tr>
<td>( h_{out} )</td>
<td>Initial water depth outside the circular region</td>
<td>1 m</td>
</tr>
<tr>
<td>( r_0 )</td>
<td>Radius of the circular region</td>
<td>10.5 m</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Weighting coefficient in Eqs. (2.6) and (2.7)</td>
<td>1/6, 1/4 and 1/3</td>
</tr>
<tr>
<td>( \Delta x )</td>
<td>Cell size in the ( x )-direction</td>
<td>1 m</td>
</tr>
<tr>
<td>( \Delta y )</td>
<td>Cell size in the ( y )-direction</td>
<td>1 m</td>
</tr>
</tbody>
</table>

Fig. 5. Circular dambreak problem. Representation of the initial region of constant state on the 1 m \( \times \) 1 m computational grid. \( x \)- and \( y \)-coordinates in metres.
circular. Therefore the numerical solution should not be expected to be perfectly circular. Such a test however is fairly representative of real-world, engineering hydrodynamic simulations, where limited computational resources and time constraints often precludes the use of refined grids.

Figs. 6–9 show the numerical results obtained at \( t = 1 \) s and \( t = 3 \) s for the original Godunov scheme with various values of the coefficient \( \beta \) in Eqs. (2.6) and (2.7). The solutions are compared to the semi-analytical solution of the shallow water equations in polar coordinates, to the solution given by the time-splitting algorithm and the classical finite volume approach with a one-dimensional solver. Note that the analytical solution is interpolated on the grid used in the simulations. Table 2 gives the maximum values of the water depth (obtained at the center of the circular region) at \( t = 1 \) s. Table 3 gives the minimum and maximum values of the water depths and the subsequent height of the rarefaction and shock wave at \( t = 3 \) s.

Owing to the sequential treatment of the \( x \)- and \( y \)-directions the solution profile given by the time-splitting technique is not the same along \( x \) and \( y \) (Figs. 6(b) and 8(b)). Although the rarefaction wave tends to smear along the grid diagonals compared to the main grid directions, the shock wave can be seen to be fairly isotropic (Figs. 7(a) and 9(a)).

When the classical finite volume approach is used, the main grid directions are treated in an equivalent way but a strong anisotropy can be observed between the main grid direction and the diagonals. In plan

Fig. 6. Circular dambreak. Plan view of the semi-analytical (a) and numerical solutions (b–i) for the water level at \( t = 1 \) s. Solution obtained using the time-splitting algorithm (b), the finite volume algorithm with a one-dimensional solver (c) and the proposed solver (d–i). Fluxes estimated using Eq. (2.6) and \( \beta = 1/6 \) (d), \( \beta = 1/4 \) (e), \( \beta = 1/3 \) (f), and with Eq. (2.7) and \( \beta = 1/6 \) (g), \( \beta = 1/4 \) (h), \( \beta = 1/3 \) (i). Contour line spacing 0.5 m.
view (Figs. 6(c) and 8(c)), this results in a diamond-shaped shock wave and in a square-shaped rarefaction wave (central contour lines in Fig. 6(c)). Cross-sections along the main grid direction and the grid diagonal indicate that the anisotropy of the rarefaction wave is equivalent to that given by the time splitting approach and that the shock wave exhibits more anisotropy than in the time splitting solution (Figs. 7(b) and 9(b)).

The two-dimensional solver produces more isotropic solutions. The most influential factor in the quality of the solution appears to be the value of $\beta$, while the choice of the integration formula (Eq. (2.6) or (2.7)) plays a minor role. Values of $\beta$ between 1/4 and 1/3 allow the circular shape of the central rarefaction wave to be restored and the octagonal symmetry of the initial condition to be preserved in the shock wave. This is confirmed by the cross-sections in the grid diagonal and the main grid directions (Figs. 7(c) and (d)). It can also be seen that the maximum value of the water depth at $t = 1$ s is much better preserved when the two-dimensional solver is used. This gain in accuracy cannot be attributed only to the increase in the computational time step because the time splitting technique that is subject to the same stability constraint gives poorer results (Fig. 7(a)). These results are confirmed by Figs. 8 and 9 that show the results obtained at $t = 3$ s.

Figs. 10 and 11 show the results obtained at $t = 1$ and 3s using the second-order MUSCL scheme in combination with a one-dimensional solver and the proposed two-dimensional solver. The MUSCL reconstruction is the original, one-dimensional reconstruction [27]. A multidimensional linear reconstruction such as that described in [8] was also experimented and did not lead to significant improvements in the quality of

---

Fig. 7. Circular dambreak. Cross-sections of the semi-analytical and computed water depths along the diagonal and the main grid directions at $t = 1$ s. Solutions given by the time splitting approach (a), the finite volume approach with a one-dimensional solver (b), the finite volume approach with the two-dimensional solver using $\beta = 1/3$ in Eq. (2.6) (c) and Eq. (2.7) (d).
the solution. The two-dimensional solver is used with $\beta = 1/3$. The comparison with Figs. 6–11 and the numerical values in Tables 2 and 3 show that (i) using the MUSCL scheme in combination with a one-dimensional solver (c) and the proposed solver (d–i). Fluxes estimated using Eq. (2.6) and $\beta = 1/6$ (d), $\beta = 1/4$ (e), $\beta = 1/3$ (f), and with Eq. (2.7) and $\beta = 1/6$ (g), $\beta = 1/4$ (h), $\beta = 1/3$ (i). Contour line spacing 0.2 m.

5.3. Circular dambreak on anisotropic triangular grid

The second test case consists of the same circular dambreak simulation carried out on an anisotropic triangular grid. The grid is generated from the Cartesian grid used in the previous test by cutting the 1 m $\times$ 1 m cells along the diagonal (Fig. 12). Fig. 13 shows how the initial condition is represented on the triangular grid. As in the previous test the initial condition not to be perfectly circular due to the coarseness of the grid. Fig. 14 is a plan view of the water depths computed using a one-dimensional and the two-dimensional Riemann solver with $\beta = 1/3$ in Eq. (2.6). Fig. 15 shows cross-sections in the $x$-direction and along the SW–NE diagonal. Note that the drawing of the contour lines and the representation of
Fig. 9. Circular dambreak. Cross-sections of the semi-analytical and computed water depths along the diagonal and the main grid directions at $t = 3$ s. Solutions given by the time splitting approach (a), the finite volume approach with a one-dimensional solver (b), the finite volume approach with the two-dimensional solver using $\beta = 1/3$ in Eq. (2.6) (c) and Eq. (2.7) (d).

Table 2
Circular dambreak: properties of the solutions at $t = 1$ s

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Solver</th>
<th>$\beta$</th>
<th>Maximum $h$ value (m)</th>
<th>Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-analytical</td>
<td>–</td>
<td>–</td>
<td>9.83</td>
<td>6(a), 7</td>
</tr>
<tr>
<td>Godunov + time splitting</td>
<td>1D</td>
<td>–</td>
<td>6.97</td>
<td>6(b), 7(a)</td>
</tr>
<tr>
<td>Godunov</td>
<td>1D</td>
<td>1/6</td>
<td>7.30</td>
<td>6(d)</td>
</tr>
<tr>
<td></td>
<td>1/4</td>
<td>7.55</td>
<td>6(e)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>7.85</td>
<td>6(f), 7(c)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2D, Eq. (2.6)</td>
<td>1/6</td>
<td>7.31</td>
<td>6(g)</td>
</tr>
<tr>
<td></td>
<td>1/4</td>
<td>7.54</td>
<td>6(h)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>7.84</td>
<td>6(i), 7(d)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2D, Eq. (2.7)</td>
<td>1/6</td>
<td>7.30</td>
<td>6(d)</td>
</tr>
<tr>
<td></td>
<td>1/4</td>
<td>7.55</td>
<td>6(e)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>7.85</td>
<td>6(f), 7(c)</td>
<td></td>
</tr>
<tr>
<td>MUSCL</td>
<td>1D</td>
<td>–</td>
<td>7.61</td>
<td>10(a), 11(a)</td>
</tr>
<tr>
<td></td>
<td>2D, Eq. (2.6)</td>
<td>1/3</td>
<td>8.35</td>
<td>10(b), 11(b)</td>
</tr>
</tbody>
</table>
the solution along the $x$- and diagonal directions requires that the solution be interpolated first on a square grid. Since the gravity centers of the computational cells are not aligned along $x$ and $y$, the interpolation generates artifacts in the representation of the solution. For this reason the solution obtained using the one-dimensional software (Fig. 14(b)) exhibits oscillations that are not observed on the square grid (Fig. 6(c)). In spite of this artifact, it can be seen from Fig. 15 that the two-dimensional solver contributes to improve the quality of the numerical solution compared to the one-dimensional solver in that the top of the rarefaction wave is better represented at $t = 1$ s (see Table 4 for the numerical values) and that it yields a better location of the shock for both $t = 1$ s and $t = 3$ s. Indeed, in the solution obtained using the one-dimensional solver, the foot of the shock is consistently one cell behind that of the analytical solution (Figs.

Table 3
Circular dambreak: properties of the solutions at $t = 3$ s

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Solver</th>
<th>$\beta$</th>
<th>Minimum $h$ value (m)</th>
<th>Maximum $h$ value (m)</th>
<th>$\Delta h$ (m)</th>
<th>Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-analytical</td>
<td>–</td>
<td>–</td>
<td>0.72</td>
<td>2.80</td>
<td>2.02</td>
<td>8(a), 9</td>
</tr>
<tr>
<td>Godunov + time splitting</td>
<td>1D</td>
<td>–</td>
<td>0.79</td>
<td>2.57</td>
<td>1.78</td>
<td>8(b), 9(a)</td>
</tr>
<tr>
<td>Godunov</td>
<td>1D</td>
<td>–</td>
<td>0.79</td>
<td>2.55</td>
<td>1.76</td>
<td>8(c), 9(b)</td>
</tr>
<tr>
<td></td>
<td>2D, Eq. (2.6)</td>
<td>1/6</td>
<td>0.78</td>
<td>2.63</td>
<td>1.85</td>
<td>8(d)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/4</td>
<td>0.77</td>
<td>2.64</td>
<td>1.87</td>
<td>8(e)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/3</td>
<td>0.76</td>
<td>2.66</td>
<td>1.90</td>
<td>8(f), 9(c)</td>
</tr>
<tr>
<td></td>
<td>2D, Eq. (2.7)</td>
<td>1/6</td>
<td>0.77</td>
<td>2.63</td>
<td>1.86</td>
<td>8(g)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/4</td>
<td>0.75</td>
<td>2.64</td>
<td>1.89</td>
<td>8(h)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/3</td>
<td>0.74</td>
<td>2.65</td>
<td>1.91</td>
<td>8(i), 9(d)</td>
</tr>
<tr>
<td>MUSCL</td>
<td>1D</td>
<td>–</td>
<td>0.80</td>
<td>2.69</td>
<td>1.89</td>
<td>10(c), 11(c)</td>
</tr>
<tr>
<td></td>
<td>2D, Eq. (2.6)</td>
<td>1/3</td>
<td>0.75</td>
<td>2.69</td>
<td>1.94</td>
<td>10(d), 11(d)</td>
</tr>
</tbody>
</table>

Fig. 10. Circular dambreak. Plan view of the water levels computed at $t = 1$ s (top) and $t = 3$ s (bottom) with the MUSCL scheme in combination with the one-dimensional solver (left) and the two-dimensional solver (right). The two-dimensional solver is used with $\beta = 1/3$. 

The solution obtained using the one-dimensional software (Fig. 14(b)) exhibits oscillations that are not observed on the square grid (Fig. 6(c)). In spite of this artifact, it can be seen from Fig. 15 that the two-dimensional solver contributes to improve the quality of the numerical solution compared to the one-dimensional solver in that the top of the rarefaction wave is better represented at $t = 1$ s (see Table 4 for the numerical values) and that it yields a better location of the shock for both $t = 1$ s and $t = 3$ s. Indeed, in the solution obtained using the one-dimensional solver, the foot of the shock is consistently one cell behind that of the analytical solution (Figs.
Fig. 11. Circular dambreak. Cross-sections of the water levels computed at $t = 1$ s (top) and $t = 3$ s (bottom) using the MUSCL scheme in combination with the one-dimensional solver (left) and the two-dimensional solver (right). The two-dimensional solver is used with $\beta = 1/3$.

Fig. 12. Circular dambreak on anisotropic triangular grid. Definition sketch of the grid.
15(a) and (c)), which is not the case for the solution given by the two-dimensional solver (Figs. 15(b) and (d)). Although the solution seems to collapse in the $x$-direction (cross-shaped dots in Fig. 15(d)), a manual exploration of the result file showed that this apparent profile smearing is the result of the interpolation onto the square grid used for the graphical representation (see Table 5).

5.4. Circular dambreak over a bottom step

The third test case illustrates the capability of the proposed approach to handle source terms arising from variations in the bottom level. In this test a circular wave propagates in still water over a bottom step in the $x$-direction. Two simulations are shown here. In the first simulation the step is positive (i.e., the wave propagates from deep water into shallow water). In the second simulation the bottom step is negative (i.e.,
![Fig. 15. Circular dambreak on anisotropic triangular grid. Cross-sections of the semi-analytical and computed water depths along the diagonal and the main grid directions at $t = 1$ s (top) and $t = 3$ s (bottom).](image)

### Table 4
Circular dambreak on anisotropic triangular grid: properties of the solutions at $t = 1$ s

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Solver</th>
<th>$\beta$</th>
<th>Minimum $h$ value (m)</th>
<th>Maximum $h$ value (m)</th>
<th>$\Delta h$ (m)</th>
<th>Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-analytical</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>9.83</td>
<td>8.83</td>
<td>14(a), 15(a), 15(b)</td>
</tr>
<tr>
<td>Godunov</td>
<td>1D</td>
<td>–</td>
<td>1</td>
<td>7.43</td>
<td>6.43</td>
<td>14(b), 15(a)</td>
</tr>
<tr>
<td>Godunov</td>
<td>2D, Eq. (2.6)</td>
<td>1/3</td>
<td>1</td>
<td>8.28</td>
<td>7.28</td>
<td>14(c), 15(b)</td>
</tr>
</tbody>
</table>

### Table 5
Circular dambreak on anisotropic triangular grid: properties of the solutions at $t = 3$ s

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Solver</th>
<th>$\beta$</th>
<th>Minimum $h$ value (m)</th>
<th>Maximum $h$ value (m)</th>
<th>$\Delta h$ (m)</th>
<th>Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-analytical</td>
<td>–</td>
<td>–</td>
<td>0.72</td>
<td>2.80</td>
<td>2.08</td>
<td>14(c), 15(c), 15(d)</td>
</tr>
<tr>
<td>Godunov</td>
<td>1D</td>
<td>–</td>
<td>0.61</td>
<td>2.69</td>
<td>2.08</td>
<td>14(e), 15(c)</td>
</tr>
<tr>
<td>Godunov</td>
<td>2D, Eq. (2.6)</td>
<td>1/3</td>
<td>0.66</td>
<td>2.74</td>
<td>2.08</td>
<td>14(f), 15(d)</td>
</tr>
</tbody>
</table>
the wave propagates from shallow water into deep water). Table 6 provides the data used for the simulations. The same isotropic triangular grid made of equilateral triangles of width 1 m is used for both simulations. In order to test the capability of the method to handle perturbations arising from irregularities in the geometry the basis of the equilateral triangles is oriented along the \(x\)-axis. Therefore the discretized bottom level follows a sawtooth profile in plan view (Fig. 16). Fig. 17 shows a plan view of the computed free surface elevations at \(t = 3\) s for Simulation 1. Fig. 18 shows a plan view of the computed free surface elevations at \(t = 1.5\) s for Simulation 2. In each case the solution given by the two-dimensional solver with \(\beta = 1/3\) is plotted with the solution given by the classical one-dimensional solver. As shown by the contours the two-dimensional solver allows the shocks to be much better resolved, with thinner and higher fronts, than does the one-dimensional solver. Moreover the contour lines are smooth and no oscillation is observed in the neighborhood of the step. Although some grid interpolation artifact can be observed in the solutions, the regular nature of the grid leads to a much better representation of the initial condition and a smoother and more isotropic behavior of the solution than when Cartesian grids or anisotropic triangular grids are used.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(g)</td>
<td>Gravitational acceleration</td>
<td>9.81 m²/s</td>
</tr>
<tr>
<td>(z_{\text{in}})</td>
<td>Initial water level inside the circular region</td>
<td>10 m</td>
</tr>
<tr>
<td>(z_{\text{out}})</td>
<td>Initial water level outside the circular region</td>
<td>1 m</td>
</tr>
<tr>
<td>(r_0)</td>
<td>Radius of the circular region</td>
<td>10.5 m</td>
</tr>
<tr>
<td>(x_0)</td>
<td>Abscissa of the center of the circular dam</td>
<td>0 m</td>
</tr>
<tr>
<td>(y_0)</td>
<td>Ordinate of the center of the circular dam</td>
<td>0 m</td>
</tr>
<tr>
<td>(z_{b,L})</td>
<td>Bottom level on the left-hand side of the step</td>
<td>0 m (simulation 1)</td>
</tr>
<tr>
<td>(z_{b,R})</td>
<td>Bottom level on the right-hand side of the step</td>
<td>0 m (simulation 1)</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Weighting coefficient in Eqs. (2.6) and (2.7)</td>
<td>(1/4)</td>
</tr>
<tr>
<td>(\Delta x)</td>
<td>Cell size in the (x)-direction</td>
<td>1 m</td>
</tr>
<tr>
<td>(\Delta y)</td>
<td>Cell size in the (y)-direction</td>
<td>1 m</td>
</tr>
</tbody>
</table>

Table 6
Parameters of the circular dambreak test case

Fig. 16. Circular dambreak on an isotropic triangular grid with bottom step. Definition sketch of the computational grid and representation of the bottom step on the grid.
6. Concluding remarks

The numerical examples provided in Section 5 show that the two-dimensional Riemann solver may contribute to improve the quality of the solutions of hyperbolic conservation laws. The solutions obtained using the two-dimensional Riemann solver are generally more oscillatory than those obtained using classical one-dimensional solvers. This oscillatory behavior is induced by the solution of the transverse Riemann problem. Numerical experiments carried out during the development of the method have shown that solving the angular Riemann problems in the $\eta$-direction only and ignoring the gradients in the $\zeta$-direction introduces a strong numerical diffusion. Restoring the influence of the transverse gradients allows the transverse numerical diffusion to be reduced to a large extent, at the expense of the smoothness of the solution in the neighborhood of shocks and steep fronts. In the light of the computational examples and other numerical experiments not presented here, the following conclusions can be drawn about the performance of the proposed solver: (i) the solver may contribute to reduce the anisotropy in the numerical solutions; (ii) optimal isotropy is achieved for $\beta = 1/4$ or $\beta = 1/3$; (iii) Eqs. (2.6) and (2.7) yield very similar results; (iv) using the two-dimensional solver in combination with a first-order scheme may lead to more accurate solutions than a one-dimensional solver with a second-order scheme; (v) this is not entirely explained by the larger time step allowed by the two-dimensional solver because the time splitting approach, that uses the same stability constraint, produces less accurate results than the proposed solver. The improved computational quality is mainly attributed to the fact that the interpolation formulae (2.6) and (2.7) account for the
transverse variation of the sought variables (and therefore of the fluxes) along the interfaces between the computational cells, which is not accounted for by classical, local one-dimensional methods.
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